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Abstract: Web mining consists in analyzing Web traffic or usage behavior for customers and prospects. Web modeling involves using the results of Web analysis to define business rules that can be used to shape the customer experience. Certain models are built and implemented within the same user session. Other, more traditional models, such as predictive models, segmentation, and profiling, are built offline with the resulting scores or segments accessible during the online session. The steps for mining web data are the following: defining the objective, sources of web data (server logs, cookie, form or user registration data, email inquiry or response data, web purchase data,), preparing web data, selecting the methodology (path analysis, association rules, sequential patterns, clustering, predictive modeling and classification, collaborative filtering etc.). With hundreds of thousands of websites directly available to customers, the old approach to marketing is losing its effectiveness. The 4 Ps of marketing (product, price, promotion and place) are also being redefined into the killer Bs (branding, bonding, bundling, and billing) for a digital word. Market research has traditionally been a primary method for gaining customer insight. As the web facilities customer interaction on a grand scale, new methods of conducting customer research are emerging. These methods are enabling companies to gather information, perform data mining and modeling and design offers in real time, thus reaching the goal of true one-to-one marketing. The attitudinal, preference data integrated with usage data mining are very powerful for segmentation, value proposition development and targeting of customer with custom offers, thus creating real one-to-one marketing on a large scale.
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1.DEFINING THE OBJECTIVE
The web is quickly becoming a major channel for managing customer relationships. First, companies can now use packaged software to tailor a customer’s website experience based on either the customer’s actions during each visit or a database that contains prior web behavior and other predictive and descriptive information such as segmentation and model scores.  Second, the web allows for interaction with the customer in the real time. In other words, just like a telephone call, a customer can carry on a conversation with a company representative trough a live chat session. The web is also a low-cost channel for prospecting. Many companies are turning to broadcast advertising or mass mailing to drive prospects to their websites. Once they log onto the site, much of the process is accomplished in a few minutes at a fraction of the cost. In addition to buying many products and services, a customer can now apply for a credit card, a mortgage, a car loan, s personal loan, a business loan or an insurance policy online. 

A bank wants to process credit card applications online. The bank creates or adapts a database and links it to its website. The database contains identifying information such as name, address, social security number along with segment values and model scores. As a prospect enters the website, he or she is prompted to complete an online application. The information is matched to the database to retrieve segment values and model scores. New sores may also be derived from information entered during the session. In the end, the bank is able to assess the credit worthiness and potential profitability of the prospect.

2. SOURCES OF WEB DATA
The power of the web lies in its ability to use data in real time to affect a customer’s online experience.

Every click on a website combines to generate a pattern for the organization to use in its business planning. A Web server, when properly configured, can record every click that users make on a Web site. For each click in the so called "click-stream", the Web server appends a line to a text file called a server log, recording information such as the user's identity, the page clicked, and the time stamp. At a very minimum, all Web servers’ record access logs and error logs. Web servers can also be configured to append a type of file called the referrer log to the standard log file format. The following list details some valuable sources of Web site data:  server logs; cookie; form or user registration data; email inquiry or response data; web purchase data.
3. PREPARING WEB DATA
Preparing Web data for analysis also presents unique challenges for the data miner or modeler. True statistics can be derived only when the data in the server logs presents an accurate picture of site user-access patterns. Because a single "hit" generates a record of not only the HTML page but also of every graphic on that page, the data cleaning process eliminates redundant log entries with image file extensions such as gif, jpeg, GIF, JPEG, jpg, JPG, and map. 

Data cleaning also includes determining whether all visits have been recorded in the access log. Tools and methods used to speed up response time to file requests such as page caching and site mirroring can significantly reduce the number of measured hits a page receives because such accesses are not recorded in the central server's log files. To remedy the problematic grouping of many page hits into one hit, access records can be projected by using site topology or referrer logs along with temporal information to infer missing references. Proxy servers also make it difficult to accurately determine user identification because entire companies or online services often share "unique addresses" or machine names for all users, grouping many users under one or more IDs. To overcome the fact that user IDs are not unique in file requests that traverse proxy servers, algorithm checks can be conducted to identify user request patterns. Combining IP address, machine name, browser agent, and temporal information is another method to distinguish Web site visitors. 

Once the cleaning step is completed, the data needs to be processed in a comprehensive format, integrating data collected from multiple server logs such as referrer and access logs. The sequences of page references in the referrer log need to be grouped into logical units representing Web transactions or user sessions. Subsequently, log entries can be partitioned into logical clusters using one or a series of transaction identification modules. 

In general, a user session refers to all page references made by a client during a single visit to a site, with the size of a transaction ranging from a single page reference to every page referenced within that session. A clean server log can be considered in one of two ways— either as a single transaction of many page references or as a set of many transactions, each consisting of a single page reference. Transaction identification allows for the formation of meaningful clusters of references for each user. A transaction identification module can be defined either as a merge or a divide module; the latter module divides a large transaction into multiple smaller ones, whereas the former merges small transactions into larger ones. The merge or divide process can be repeated more times to create transactions appropriate for a given data mining task. Any number of modules could be combined to match input and output transaction formats. Unlike traditional domains for data mining such as point-of-sale databases, there is no convenient method of clustering page references into transactions smaller than an entire user session. A given page reference can be classified as either navigational or content based on the total time the page was referenced. 
Once the varied data sources are combined and assembled, preliminary checks and audits need to be conducted to ensure data integrity. The next step involves deciding which attributes to exclude or retain and convert into usable formats. 

4. SELECTING THE METHODOLOGY
Successful data mining and modeling of Web data is accomplished using a variety of tools. Some are the familiar offline tools. Others are being invented as the Web provides unique opportunities. While most techniques used in Web data mining originate from the fields of data mining, database marketing, and information retrieval, the methodology called path analysis was specifically designed for Web data mining. Current Web usage data mining studies use association rules, clustering, temporal sequences, predictive modeling, and path expressions. New Web data mining methods that integrate different types of data will be developed as Web usage continues to evolve. 

Collaborative filtering is a highly automated technique that uses association rules to shape the customer Web experience in real time. Technologically, Automated Collaborative Filtering (ACF) is an unprecedented system for the distribution of opinions and ideas and facilitation of contacts between people with similar interests. ACF automates and enhances existing mechanisms of knowledge distribution and dramatically increases their speed and efficiency.

We gain information from friends in two ways: 

· We ask them to let us know whenever they learn about something new, exciting, or relevant in our area of interests. 

· Friends who know our likes and dislikes and or needs and preferences give us information that they decide will be of benefit to us. 

ACF system works the same way by actively "pushing" information toward us.

5. BRANDING ON THE WEB
With hundreds of thousands of Web sites directly available to consumers, the old approach to marketing is losing its effectiveness. Mark Van Clieaf, president of MVC International, describes the evolution of marketing into a new set of rules that work in the online world. The Internet has changed the playing field, and many of the old business models and their approaches to marketing, branding, and customers are being reinvented. Now customer data from Web page views to purchase and customer service data can be tracked on the Internet for such industries as packaged goods, pharmaceutical, and automotive. In some cases new Web-based business models are evolving and have at their core transactional customer information. This includes both business-to-consumer and business -to-business sectors. Marketing initiatives can now be tracked in real-time interactions with customers through Web and call center channels. 

Thus the 4 Ps of marketing (product, price, promotion, and place) are also being redefined into the killer Bs (branding, bonding, bundling, billing) for a digital world. Branding becomes a complete customer experience (branding system) that is intentionally designed and integrated at each customer touch point (bonding), provides for a customizing and deepening of the customer relationship (bundling of multiple product offers), and reflects a preference for payment and bill presentment options (billing). 

Branding may also be gaining importance as it becomes easier to monitor a company's behavior. Many people feel suspicious of plumbers and car mechanics because they tend to under-perform and over-charge. What if there was a system for monitoring the business behaviors of less-than-well-known companies by day-to-day customers that could be accessed by potential users? It stands to reason that the firms would have more incentive to act responsibly. 

Direct references to a company and its product quality, coming from independent sources and tied to the interests of particular users, seems far superior to the current method of building product reputation through "branding." Consumers' familiarity with the "brand" now often depends more on the size of the company and its advertising budget than the quality of its products. The "socialization" of machines through ACFS seems a far more efficient method of providing direct product experiences and information than the inefficient use of, say, Super Bowl advertising.

Gaining Customer Insight in Real Time 
Market research has traditionally been a primary method for gaining customer insight. As the Web facilitates customer interaction on a grand scale, new methods of conducting customer research are emerging. These methods are enabling companies to gather information, perform data mining and modeling, and design offers in real time, thus reaching the goal of true one-to-one marketing. Tom Kehler, president and CEO of Recipio, discusses a new approach to gaining customer insight and loyalty in real time on the Web. 

New opportunities for gathering customer insight and initiating customer dialogue are enabled through emerging technologies (Web, interactive TV, WAP) for marketing and customer relationship management purposes. Real-time customer engagement is helping leading organizations in the packaged goods, automotive, software, financial services, and other industries to quickly adjust advertising and product offerings to online customers. 

Customer feedback analysis from client sites or online panels can be input into a broad range of marketing needs including the following: 

· Large-scale attitudinal segmentation linked to individual customer files 

· Product concept testing 

· Continuous product improvement 

· Web site design and user interface feedback 

· Customer community database management 

· Customer management strategies 

· Dynamic offer management and rapid cycle offer testing 

The attitudinal, preference data integrated with usage data mining (customer database in financial services, telco, retail, utilities, etc.) are very powerful for segmentation, value proposition development, and targeting of customer with custom offers, thus creating real one-to-one marketing on a large scale. 

6. WEB USAGE MINING –A CASE STUDY
This brief case study will give a look at what statistics are commonly measured on Web sites. The results of these statistics can be used to alter the Web site, thereby altering the next customer's experience. The following list of measurements is commonly monitored to evaluate Web usage: 

Most/ Least Requested Pages

Top/ Least Requested Entry Pages 

Top/ Least Requested Entry Requests 

Top Exit Pages 

Single Access Pages 

Most Accessed Directories 

Top Paths Through Site 

Most Downloaded Files/ File Types

Visitors by Number of Visits During Report Period  etc.

Depending on the nature of the Web site, there could be many more. For example, a site that sells goods or services would want to capture shopping cart information. This includes statistics such as: In what order were the items selected? Did all items make it to the final checkout point or were some items removed? 

Typically, the first thing a company wants to know is the number of hits or visits that were received on the Web site. Table 6.1 displays some basic statistics that relate to the frequency, length, and origin of the visits. 

Table 6.1. Statistics on Web Site Visits
	STATISTIC–REPORT RANGE: 02/20/1999 00:00:00–03/19/2000 23:55:47 

	Hits 
	Entire Site (Successful) 
	4,390,421 

	
	Average Per Day 
	156,800 

	
	Home Page 
	315,622 

	Page Views 
	Page Views (Impressions) 
	22,847 

	
	Average Per Day 
	11,530 

	
	Document Views 
	341,288 

	Visitor Sessions 
	Visitor Sessions 
	122,948 

	
	Average Per Day 
	4,391 

	
	Average Visitor Session Length 
	00:31:44 

	
	International Visitor Sessions 
	11.52% 

	
	Visitor Sessions of Unknown Origin 
	32.49% 

	
	Visitor Sessions from United States 
	55.99% 

	Visitors 
	Unique Visitors 
	59,660 

	
	Visitors Who Visited Once 
	52,836 

	
	Visitors Who Visited More Than Once 
	6,824 


Figure 6.1 allows for a visual evaluation of the number of pages viewed per visit. This can be helpful in looking for plateaus, for example, at "3 pages" and "4 pages." This tells you that the navigation from page 3 is working well. 
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